Answer To Assignment 2: Lambda Theory
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This week, we looked at the theory behind the untyped and simply-typed lambda calculi. In this
assignment, you will do a deep dive into the computational power of the untyped lambda calculus.
Rather than just considering language-level rules, you will write actual lambda calculus programs
to perform numeric operations. You will also work through a few different changes and extensions

to the lambda calculi.

1 Church Encoding

Part of understanding a computational model is knowing its expressiveness: what range of programs
can be written in the model? For example, in the language of arithmetic, we know that every
program must evaluate to a value, i.e. it can never loop. While most normal programming languages
permit partial functions (functions that could return a result or loop forever), we’ve proven that

arithmetic is a language of total functions (they always return a result).

Intuitively, this means that arithmetic is less expressive than more general programming languages.
The set of programs expressible in arithmetic is a strict subset of those expressible in, say, Python or
Java. What about the lambda calculus? It seems like such a simple language, but can we formally
reason about its expressiveness? It turns out the lambda calculus is equivalent in expressiveness to a
Turing machine—this result is called the Church-Turing thesis. Both of these computational models
can express computable functions. Informally, a computable function is “a function on the natural

numbers computable by a human being following an algorithm, ignoring resource limitations.”

In the context of the lambda calculus, this idea will seem strange. If we only have variables and
functions, how are supposed to express something as simple as 2427 The key idea is that we have
to provide a mapping from constructs in the lambda calculus to natural numbers, which allows
us to interpret the result of a lambda calculus program as a number. This is called the Church
encoding. In the remainder of this section, we’ll work through a few exercises to understand how

this encoding works.

1.1 Numbers(10%)

First, we’ll look at how to interpret a lambda calculus program as a natural number. This construc-
tion derives from Peano numerals, which is essentially the “tally marks” approach to representing

numbers that we discussed in the first lecture.
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Here, Z is the number 0, S(n) is the number n + 1. For example:
e Z=0
e S(S(Z))=2
« 5(5(5(5(5(2))) =5

A Church numeral for n is a lambda calculus function that takes two arguments f and z, and

applies f to z a total of n times. For example:
e AMf.Ax.z=2=0
e Af. Az . f(fz)y=58(S(2)) =2

s A Az (A (Fr)) =S8(5(5(5(5(2)))) =5

Key idea: a function can be a number, and what’s in the function defines exactly what number.
It’s all a matter of interpretation.
We can then define lambda calculus functions to emulate functions on numbers. For example, the

successor operation adds one to the input number n:
S=An.Af.Az.f(nfux)
Why does this work? Let’s walk through an example. If we evaluated S(2), this would look like:

An. Af. dz. f(nfx)ANf. z.f(fx))
BAf Az . f(ANf. . dx. f(fzx)fo) [Substitute the 2 for n|

If this expression was the church numeral for 3, then it would apply the function f to x three times.
Is that the case? Even though it’s not technically part of the semantics, we can simplify inside

parts of the number to answer this question.

Afdxe f(Af.da. f(f=)fa)
A Az, f(f (f ) [Substitute inner f and z]

From this, we can see that the resultant function does apply f three times to z, hence this is the

church numeral for three, and our successor function appears to work.

Now let’s mechanize this. In the assign2/program directory, we have provided a binary 1ci_{platform},
or lambda calculus interpreter, that executes an lambda calculus program and interprets it as a

church numeral. Try this out:

./1lci_macos

fun £ -> fun x -> x

z = fun f -> fun x -> x
s =funn ->fun f -> fun x -> f (n f x)

(s (s 2))

N V VvV VvV O Vv &
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Note: this is a slightly modified version of the lambda calculus with persistent identifiers.

You can also use the interpreter to execute a standalone file.

$ cat test.lam
z = fun £ -> fun x -> x
s =funn ->fun f -> fun x -> £ (n f x)

(s (s 2))

$ ./lci_macos test.lam

Expression on line 3 evaluated to 2

Your first task is to define a multiply function. As per the Church encoding Wiki page, the addition

and multiplication functions are usually defined as follows:

pus=Am. An. Af.dx.mf(nfzx
mut=Am.An. Af.Az.m(nf)zx

Instead of this definition, your job is to provide an alternate implementation of mult that only uses

{m,n, plus, Z}, as well as parentheses. A few hints.

1. Fill in the template: mult=Am . A n .

2. Remember that although m and n represent numbers, they are still functions that you can

use however you like.
3. Use the interpreter to help you experiment!

4. A key idea here is partial evaluation. In this style of programming, if you give a function
less than the expected number of arguments, it returns a function that waits on the remaining

ones. For example, plustwo = plus 2 is a function that adds 2 to a number, e.g. plustwo3 = 5.

Put your answer in the assign2/program/mult.lan file.

Answer.

mult=Am.An.n (plusm) Z.

e 45 R AL I

fun £ -> fun x -> x

N
]

s=funn->fun f -> fun x > f (n £ x)

plus funm -> funn ->msn

mult = fun m -> fun n -> n (plus m) z

mult z z

mult (s z) (s z)

mult (s z) (s (s 2))
mult (s z) (s (s (s 2)))




1 CHURCH ENCODING 4

mult (s (s z)) (s (s (s z)))
mult z (s (s (s 2)))
mult (s (s z)) (mult (s (s z)) (s (s 2)))

ten = (s (s (s (s (s (s (s (s (s (5 2))))))))))

mult ten ten

Value on line
Value on line
Value on line

Value on line

© 00 N o o
D> W N =+ O

Value on line
Value on line 10: O
Value on line 11: 8
Value on line 13: 100

1.2 Booleans (10%)

To introduce conditional logic, i.e. ifs/thens/comparisons, we need to use the Church encoding for
booleans. Here, the idea is that true and false are functions which select a particular branch of
two possibilities.

true=Xa.\b.a

false=Aa.Ab.b

For example, true Z (S Z) + Z. From this, we can define our essential conditional operators:

not=Ap.Aa.\Xb.pba

f=Ap.Aa.AXb.pab
Again, see the Wiki page for more explanation and examples. In this section, your challenge is to
define a function even that takes as input a number, and returns true if it’s even, and false otherwise.

You can only use the input number and the {true,false, not,if} constructs (no recursion!). Some
hints:

1. Fill in the template: even = A n .

2. We can inductively define the even function over the natural numbers as: even Z = true |

even S(n) = not (even n).

Put your answer in the assign2/program/even.lan file.

A

even = A n . n not true
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I JEeven. lam B 145 5 & X 1

z = fun £ -> fun x > x
s=funn->fun f -> fun x -> £ (n f x)
true = fun a -> fun b -> a

false = fun a -> fun b -> b

not = fun p -> fun a -> fun b -> p b a

even = fun n -> n not true
booltonum = fun b -> b (s z) z
booltonum (even z)

booltonum (even (s z))
booltonum (even (s (s z)))

booltonum (even (s (s (s z))))

booltonum (even (s (s (s (s (s (s (s (s 2))N)N))

Value on line 8: 1
Value on line 9: 0
Value on line 10: 1
Value on line 11: O

Value on line 12: 1

1.3 Recursion (10%)

A last critical piece missing from our computational framework is the idea of recursion. In the basic
formulation given, you can’t trivially recurse within a function. When declaring a function, you
can’t get access to the identifier binding the function. For example, when defining a recursive sum

in Javascript, we can usually write:

function sum(n) {
if (n == 0) { return 0; }

else { return sum(n - 1) + n; }

Where we are allowed to reference sum inside of its own definition. But in the lambda calculus, if

we try this idea:
sum = A n . if (iszero n) Z (plus n (sum (pred n)))

Here, iszero returns true if the input is zero and false otherwise. pred n returns n — 1.
Then this is an invalid expression, because sum isn’t bound in the function. Instead, we can use

the amazing magics of the fixpoint combinator (or more famously, the “Y combinator”). The



1 CHURCH ENCODING 6

fixpoint combinator looks like this:

fix=Af.Az. f(zxax) Az. f(z2))

The fix function has the curious property of a fixpoint, which is that fix f = f (fix f) for all f. See
an extended example of this on the Wiki page.
Intuitively, the way we can use the fixpoint combinator is to provide a function with a handle to

itself—this is the idea of self-reference. For example, we can define an infinite sum:

fix (An.n+1)
HAz.An.n+l)(z2) Az.An.n+1) (zx))
PAn.n+l) (Az.An.n+1)(zz)) Az. An.n+1) (z )
=An.n+1) (fix( An.n+1))

More practically, we can define recursive functions that terminate using conditions like in the
Javascript example above. Your challenge in this section is to use the fix combinator to create
a recursive sum function that adds the numbers from 1 to n. You can use any of the constructs
defined in the above sections or on the linked Wikipedia pages (except don’t use the closed form!).

Put your answer in assign2/program/sum.lam.

If you wanted to, how would you complete the proof of the equivalence of the lambda calculus
and Turing machines? Once you have numbers, booleans, and a fixpoint, it’s only a short jump
to simulating a Turing machine inside the lambda calculus. You would need a notion of lists and

tuples (and a way of getting input), and then you can define a function:

step : (number /*statex/, list /*tape*/) -> number /*input*/ -> (number /*statex/, list
o /*tapex/)
s0

pair O empty

tm = fix (fun tm -> fun s -> tm (step s (get_input ())))

Out of respect for your time, I’ll leave this as an optional exercise for the reader.

P LI I B 08

1 MiE— NN RE: F = X self . f.
2. {8 F A& fix, FEEAMRA: F, = fix F.
S 4 BATIX BB Sl A
sum = fix (A self . A n . if (iszero n) Z (plus n (self (pred n))))
[l FRATT AR I, iszero IV B 8 S, FATTE LR
iszero = A n . n (A z . false) true

FAE sum . Lam B0 25 52 0F )



1 CHURCH ENCODING 7

z = fun f -> fun x -> x
s =funn ->fun f -> fun x > f (n f x)

pred = fun n -> fun f -> fun x > n (fun g -> fun h -> h (g £)) (fun u -> x) (fun u -> u)

plus = fun m -> fun n -> n s m

true = fun a -> fun b -> a
false = fun a -> fun b > b

if = fun p -> funa > funb ->pab

fix = fun £ -> (fun x > f (x x)) (fun x > f (x x))

iszero = fun n -> n (fun x -> false) true

sum = fix (fun self -> fun n -> if (iszero n) z (plus n (self (pred n))))

sum Z

sum (s z)

sum (s (s 2))

sum (s (s (s (s (s 2)))))

sum (s (s (s (s (s (s (s (s (s (5 2))))))))))

Value on line 11: O
Value on line 12: 1
Value on line 13: 3
Value on line 14: 15
Value on line 15: 55

PAEFRA KU Lambda calculus A1 Turing machine X} N ¢ .
B, ERPLNESGE: —PNERPZE DB P4 (Q,%5,T, 9, 4o, Gaccept> Treject)» 321 @, 5, T #P
e IRES, Hiwg:

1. Q RASHITRE A
T RAEHFMATER, A0SR AR O

3. T RIEFHFHFIERA S CT; 0 el — S AFAR, WA — VIR IK 1 F5F,

Hi

[\

4.6:QxT = QxT x {L,R,—} NWIREHBRE, L L, R, — mAERRALE, MABINFA
% 35h;

5. g € Q RABIBIRE:;
6. qaccept € Q *l:] qreject € Q %*ﬁﬁqﬁzﬁﬁﬂTﬁg@%%ﬁ H qaccept 7& qreject‘

A5 B e IF Hgh R R &
1. Q RIETHIIIREHES, XN numbers S
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2. ¥ A TN TR, MR AR SRR A O, Ba] B RO A S Z 1 numbers
eSS

3. T &4 0, Bamtnt z.

4. & BEARAEZ A YETIPRS TR, R E—ADN—RE, A, LRI, NN
step PREL.

5. gy B SO X RLAIIR.
I 2 BT X emif A — N A 4 52 24 1 tape £ state, %E%é\iiﬁﬁ)\, AREIR AR —A state,

BN, VAR RS BT 1) ) BRI
2 Dynamic scoping (30%)
Credit to Stephan Boyer for the inspiration.

Lexical vs. dynamic scoping

Recall from class that scope is the central idea in programming languages of: given a variable, what

binding does it refer to? For example, consider this program (in Javascript):

let x = 1;
function g(z) { return x + z; }
function f(y) {
let x =y + 1;
return gy * x);
}
console.log(£(3));

When executing the inner g function, it has the following call stack:

outer block T 1
f3) Yy 3

T 4
g(12) z 12

Take a second to walk through the code and verify this diagram matches your expectations. When
executing g, the name resolution question here is: in the expression x + z what does x refer to?
There are two options: the x defined in the top-level scope, and the x defined in the function f.

The first option, picking x = 1, is called lexical scoping. The intuition behind lexical scoping
is that the program structure defines a series of “scopes” that we can infer just by reading the

program, without actually running the code.
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// The {N, ...} syntaz indicates which stack of scopes are "active" a given

// point in the program.

// BEGIN SCOPE 1 -- {1}
let x = 1;
function g(z) {
// BEGIN SCOPE 2 -- {1, 2}
return x + z;
// END SCOPE 2
}
function f(y) {
// BEGIN SCOPE -- {1, 3}
let x =y + 1;
return g(y * x);
// END SCOPE
}
console.log(£(3));
// END SCOPE 1

The nested structure of our program implies that at any line, we have a stack of scopes as annotated
in the program above. To resolve a name, we walk the stack and search for the closest declaration
of our desired variable. In the example, because scope 3 is not in the stack of scope 2, x + z resolves
to the binding of x in scope 1, not scope 3.

Again, we call this “lexical” scoping because the scope stack is determined statically from the
program source code (i.e. before the program is executed). The alternative approach, the one that

resolves to x = 4, is called dynamic scoping. Recall our call stack above:

outer block T 1
f3) Yy 3

T 4
g(12) z 12

As you may have inferred at this point, dynamic scoping looks at the runtime call stack to find the
most recent declaration of x and uses that value. Here, the binding x = 4 in f is more recent than
the binding x = 1 in the top-level scope.

In both cases, dynamic or lexical, the core algorithm is the same: given a stack of scopes, walk up
the stack to find the most recent name declaration. The only difference is whether the the scope

stack is determined before or during the program’s execution.
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Scoping in the lambda calculus

Let’s now contextualize these ideas in the lambda calculus. The classical presentation of the lambda
calculus is always lexically scoped, i.e. a variable always refers to the closest lambda with the same
argument variable in the syntax tree. However, it’s possible to tweak the evaluation rules and

implement dynamic scoping in the lambda calculus. For example, consider the expression:
Az.(Az.XN_.z)Lx)D

Conventions: as a shorthand, we’re using the underscore for a variable that doesn’t matter, and
the asterisk for a value whose specific value does not matter (it could be anything and the example
does not change). L and D are both values.

Under normal lexical scoping rules, this evaluates to:

(A ()\ x. A _.z)Lx)D
(A x) L [Inner = shadows outer z]
A ) [Substitute L for innermost z]
L [Throw away dummy value]

However, under a dynamic scoping system, the exact same example would evaluate to a different

answer. Here’s the trace under such a scoping system:

Az.Az.\N_.z)LxD
HAz.(A_.z)*) D [Step 1]
HAz.(A_.D)x) D [Step 2]
—Az.D)D [Step 3]
=D [Step 4]

This execution trace should look strange to you. We’re evaluating the inside of a function without

substituting the variable! Let’s look at the operational semantics to better understand this idea.

DL x—)eGFDV I'Feam— €om DAoL
/\as.eval< -Lam) 'z (D-Var) T €am €arg F €lam arg\ -App-Lam)

’
'z — €arg = €hody ™ Ebody

'\ x. ebody) Carg Az . egody) Carg

€pody Val

(D-App-Body) (D-App-Done)

't ()‘ €T ebody) earg = ebody

Whereas in lecture we used a proof context in the typing rules, here we use a proof context for
our operational semantics. The proof context is a set of variable mappings, similar to our runtime
stack in the Javascript example. The syntax I', x — e, means “add z — e,” to the context I'. Like

a normal dictionary, a new mapping can overwrite a previous one, for example:

ly—=ehz—=ea={y—e,z— e}

{z = e}z —ey={x— ey}

The crux of the construction is in the D-App-Body rule. To evaluate a function, we step the body

e; while replacing  — e, nto the proof context. This allows any expression within e; to use z,
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even if it wasn’t in its lexical scope. Leaving e, in the syntax while we step the function body is
essentially using the syntax to maintain a runtime stack, which we reconstruct in our proof context
on every small step.

For another clarifying example, here’s a valid expression:

ANf.(Ax.f )D)(A_ .z

Even though the x is not in the lexical scope of the function f, this will still evaluate to D because
x is bound while f is being executed.

Stop. Re-read the above two sections and ensure that you understand what dynamic scoping
means, and why these semantics implement it. Most of your time in this part of the assignment

will likely be spent understanding the background, not performing the task.

2.1 Evaluation proof (15%)

Using the above semantics, we can produce a formal proof to justify each step in the provided
example trace. Below, we have provided you with the first step in the proof—your task is to fill in

the proof for the remaining three steps.

/\_.xvaI(D_Lam>
{r—>D}+-Az.\N_.2)L>X_.x

{r—=D}FAx. A _.z)Lx>(\_ .z)=*
PEAz.Az. A _.z2)Lx) D> Azx.(A_.x)*%x) D

(D-App-Done)

(D-App-Lam)

Step 1: (D-App-Body)

Answer.

x—De{x— D, —x}

{x%D,i—wk}l—xl—)D(
{r—>D}-(A_.z)*x—=(A_.D)

D-Var)

" (D-App-Body)

Step 2: (D-App-Bod

P IF 0z . v 29 Do (o, (h D) D D-AppBody)
D val D-AonD

Sten 3. @O DIFO_ . Djs=D PP One)/DA Body)

P 0FAz.(A_.D) %) D (Aa.D) D = PPy

Step 4 D val (D-App-D

tepd e D) Do p-App-Done)

XHAF D val SREBH S 5261

2.2 New semantics (15%)

Your final challenge is to extend the dynamically scoped lambda calculus with a new construct, the

let statement. Let statements are like functions in that they bind variables for use in an expression.
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For example:
(letx=11in w—l—a:)liﬂetw:l inl1+1+>2
We could rewrite the initial example as:
letz=Din (letx=Lin XA __ .x) x5 D

More generally, we extend our grammar with the following construct:

let z = e, In €poqy

Provide the operational semantics for the let statement that preserves dynamic scoping. The

reference solution contains two inference rules. Put your answer in part 2 of the written solution.
N1ZA Wi % inference rule, D-Let-Body #1 D-Let-Done.

/7
F,.’E — €yar - ebody = ebody
IF'kFletx=e

(D-Let-Body)

" — . 7
var 1N ebody b let z = Cyar 1IN ebody

€hody Val

(D-Let-Done
I'let z = ey, in epoqy ebody\ )

3 Typed language extensions (40%)

Eager to gain the approval of the functional programming community, Will has submitted two
potential extensions to the simply-typed lambda calculus. For each extension, he wrote down the
proposed statics and dynamics. Unfortunately, his eagerness led him astray, and only one of these
extensions is type safe—the other violates at least one of progress and preservation.

Your task is to identify which extension violates these theorems and provide a counterexample, then
for the other extension provide a proof of both progress and preservation for the given rules. Your
counter example should be rigorous, meaning you should do more than just provide an example
expression that violates the theorems. You must demonstrate why it’s a violation.

First, recall from lecture the definitions of progress and preservation.
Progress: if e : 7, then either e val or there exists an ¢’ such that e > ¢€’.
Preservation: if e: 7 and e —~ ¢’ then e’ : 7.

The first extension adds let statements to the language, which emulates traditional (immutable)

variable binding in Turing languages.

F’ L Tyar + ebody ; Tbody

(T-Let) (D-Let)
. _ ; . \ s ; \
'+ (IEt Tt Tyar = Eyar IN 6body) : 7_body let z: 7= Cyar 1IN ebody = [‘IL‘ - evar] ebody
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For example, this would allow us to write:
letz:num=3inz+2—3+25

The second extension adds a recursor (rec) to the language. A recursor is like a for loop (or more

accurately a “fold”) that runs an expression from 0 to n:

I'ke,, snum, T, :ThEe

num ) Yacc

'+ rec<ebase; mnum'wacc'eacc)(earg) ' T

g:num ke :7 Iz acc

-
(T-Rec)

et e

rec(ebase; mnum‘macc'eacc)(e) = rec(ebase; wnum"racc‘eacc)(el)

(D-Rec-Step)

’D—Rec—Base)
\
I’ec(ebase; mnum'xacc'eacc)(o) ? €base

n>0

(D-Rec-Dec)

I'ec(ebase; xnum'xacc'eacc>(n) = [37 - n,x - I'ec(ebase; T

num ) “Yacc num'xacc'eacc>(n - 1)] eacc

Here’s a few examples of using a recursor:

rec(0; z.yx+y)(n)=0+1+..4n
rec(l; z.yx*xy)(n) =1%x1%2%...%xn

Put your answer in part 3 of the written solution.

Answer.

rec JEIE T RFENE, AR TR T A AN T
rec(true; z.y.x +y)(1)

MR IEERAETE X, XKLL step:

rec(true; z.y.x +y)(1) — [z — 1,y — rec(true; z.y.x +y)(0)]z +y
AT

rec(true; z.y.x +y)(0) > true

X 1S

[x — 1,y — rec(true; z.y.z+y)0)]z+y [z — 1,y — truejz +y
Xt Rt s T
TATE SV Lty R 1 Progress:
e 7 ENH] T-Let KI5, FATRILEARRT LMER] D-Let K step.
P AT Preservation:

M e 7 N T-Let IR, e > e HAEMEH] D-Let, A e = [z — e €pody, MIXIRAEXS T-Let
1 invert lemma BAHIE 7 = Tyoqy, € ¢ Thogy- A4 preservation BLAHIE T .
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